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ABSTRACT: Prediction of protein stability changes caused by mutation is
of major importance to protein engineering and for understanding protein
misfolding diseases and protein evolution. The major limitation to these
applications is the fact that different prediction methods vary substantially in
terms of performance for specific proteins; ie. performance is not
transferable from one type of mutation or protein to another. In this
study, we investigated the performance and transferability of eight widely
used methods. We first constructed a new data set composed of 2647
mutations using strict selection criteria for the experimental data and then
defined a variety of subdata sets that are unbiased with respect to various
aspects such as mutation type, stabilization extent, structure type, and
solvent exposure. Benchmarking the methods against these subdata sets
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enabled us to systematically investigate how data set biases affect predictor performance. In particular, we use a reduced amino acid
alphabet to quantify the bias toward mutation type, which we identify as the major bias in current approaches. Our results show that
all prediction methods exhibit large biases, stemming not from failures of the models applied but mostly from the selection biases of
experimental data used for training or parametrization. Our identification of these biases and the construction of new mutation-type-
balanced data should lead to the development of more balanced and transferable prediction methods in the future.

B INTRODUCTION

Understanding and predicting how a mutation changes the
stability of a protein is a central goal of modern biology, which
would enable efficient rational engineering of stable
proteins' > and improved understanding of protein stability-
related genetic disease risk driven by missense mutations.* °
Many steps have been taken in this direction, both
experimentally through site-directed mutagenesis studies’*
and computationally via the development of diverse algorithms
to predict stability changes upon mutation.”®

The change in a protein’s free energy of unfolding due to
mutation (AAG) can be measured experimentally from
thermal or chemical denaturation experiments.'”*’ Due to
the dependence of the protein stability on the exact
interatomic interactions,”’ no computational method can
formally calculate the free energy of unfolding, since the
structures of the unfolded states and most mutants are
unavailable. Thus, AAG is typically interpolated from a single
wild-type protein structure. Calculating interaction energies
accurately is expensive as it requires both accurate force fields
and sampling of conformational space of the altered mutant
structure, which is infeasible for proteins with tens of
thousands of atoms. Free energy simulations>*’ are too
computationally expensive for extensive use required in the
biomedical and protein engineering fields, and even then,
performance strongly depends on the quality of the structure,
sampling, and force field.
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Therefore, computational prediction methods to be used for
screening many mutations are necessarily empirical. Some
predictors use parametrized energy functions to compute the
AAG, whereas others apply machine-learning methods.
Among methods that use energy functions, some use
physics-based force fields,”"">” and others use statistical
potential approaches, where AAG depends on propensities
of an amino acid to be in a given environment.'”** On the
other hand, machine-learning methods'”'%*°
on large data sets and then apply various regression methods to
obtain a final AAG prediction. Parameters are obtained from
experimental data sets, which are mostly subsets of the largest
experimental database available, ProTherm,*® and a collection
of these data sets with annotations can be found on the
VariBench website.*!

Two previous studies'”” reported the performance of nine
and six prediction methods, respectively, and found that all
methods show a poorer performance on data sets that differed
from the training sets used by the authors of the various
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methods. Accordingly, the experimental training data sets have
a strong effect on the quality and transferability of the
prediction method, i.e, a training data selection bias. Other
studies have shown that the performance of some predictors
also depends on the quality of the wild-type structure used,
with some methods being distinctly more structure-sensitive
than others.””* As most predictors do not account for large
structural changes upon mutation, structure-breaking muta-
tions are commonly poorly predicted.*>*® Typically, these
involve buried residues, but Khan and Vihinen®* concluded
that predictors perform better on buried mutations, which
could also be due to a data selection bias.

Given the data selection bias, no prediction method is
perfect, and it is not generally clear which types of mutations
and proteins will be better or worse described by a specific
method. The most well-known bias is that predictors tend to
be more accurate for destabilizing than for stabilizing
mutations’** simply because experimental AAG values used
for parametrization are heavily skewed toward destabilizing
mutations, with the average random mutation destabilizing by
typically 1 kcal/mol.*” Another major bias is a type of amino
acid mutation with some types, notably alanine-scan derived
data points, being massively over-represented. Quantifying
these biases is difficult due to the large number of possible
fundamental mutation types (380), many of which are
represented by few data if any at all, as discussed below.
Instead, studying this bias can (and must) be done via reduced
alphabets,”” as attempted here.

Several recent studies' "' >*®*" investigated biases in current
prediction methods and particularly emphasized the important
lack of symmetry of predicted AAG values, ie., the fact that
reverse mutations are not simply producing the sign-inverted
result of the direct mutations. The nonsymmetrical nature of
some terms in the energy function of the methods has been
identified as an issue. Steps have been taken to correct it, but
this bias could also be attributed to a data selection bias, which
has not been investigated in depth.

Here, we report the performance of eight prediction
methods on a novel curated data set, consisting of data both
from ProTherm and from other more recent studies. We define
subdata sets that are unbiased with respect to various aspects,
such as stabilization extent, structure type, solvent exposure,
and mutation type, and use them to investigate the effect of
data selection biases on predictor performance. In particular,
we use a reduced alphabet to quantify the bias toward
mutation type, which we identify as the major bias in current
approaches. We identify large biases, not due to failures of the
actual mathematical models applied but mostly due to the
experimental data used for training or parametrization. With
the identification of these biases and the proposed mutation-
type-balanced data set, we hope to develop more balanced and
transferable prediction methods in the future.

B METHODS

Data Set Construction. We created a new curated data set
of single-point mutations with known AAG values starting
from the largest available database, ProTherm,*® last updated
2013. ProTherm contains very diverse and heterogeneous data,
with many different conditions represented, which we expect
to produce noise, and with multiple data points for many of the
same mutations. Accordingly, our curation was performed with
the following criteria: (1) only single-point mutations, (2)
known AAG value, (3) known protein structure in the protein
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data bank, (4) temperature of experiment between 20 and 30
°C, (5) pH of experiment between S and 9, (6) only chemical
denaturation considered, and (7) no nonstandard amino acids
present in the protein. Furthermore, all data points that did not
match the sequence were discarded, and all entries with AAG
values in kJ/mol were converted to kcal/mol. Thus, we believe
that most of the known issues concerning the data in
ProTherm®” have been resolved in our data sets. Duplicate
values were averaged if the difference in AAG was less than 0.5
kcal/mol and fully removed from the data set otherwise in
order to include as little uncertainty as possible in the final data
set.

To this data set, newer data from three other proteins were
added, which to a large extent compensate for the missing
mutation types in the data above, i.e., the myoglobin and
superoxide dismutase (SOD1) mutants from two -earlier
studies*** and streptococcal protein G mutants from a
domain-wide mutagenesis study.” Mutations from these data
sets were only included if the mutation types were not
common (less than five mutations of that type) in the curated
ProTherm data.

The sign convention was kept as in the ProTherm database;
i.e, negative AAG values indicate destabilizing mutations,
whereas positive AAG values indicate stabilizing mutations.
The final data set contains 2567 mutations from 106 different
proteins and is referred to here as 02567. The full data set and
the constructed subdata sets can be found in the Supporting
Information, zip file.

Structure Selection. The ProTherm database suggests
one structure in the Protein Data Bank (PDB*®) for each
mutation; yet for many proteins, more than one structure has
been determined. In order to find the best structures, we
performed the following steps: (1) A PDB search was
performed based on the Uniprot ID listed in ProTherm,
with the option “wild-type only”. (2) Only X-ray structures
were considered. (3) If possible, an apo structure was selected.
(4) If possible, a monomeric structure was selected. (5) If
multiple structures fulfilled the conditions above in the same
way, the structure with the lowest Ry, value was selected. (6)
In case the R, was not reported for some of the structures,
the highest resolution structure was kept. (7) If multiple
structures had similar Rg,.. or resolution, the real-space Z-
difference (RSZD) was calculated for all the residues that
underwent mutations in the data set, and the structure with the
lowest average RSZD was used. RSZD scores were calculated
using EDSTATS" from electron density maps calculated in
phenix.maps.**

Of the 106 proteins in the 02567 data set, 70, or about two-
thirds, had their PDB codes updated through the above
procedure. A full list of the updated PDB codes and their
equivalent in ProTherm can be found in the Supporting
Information (Table S1).

Prediction Methods Used. Prediction methods were
selected based on their ability to model any mutation, to give a
quantitative AAG prediction (rather than just qualitatively;
destabilizing or stabilizing), and to work at high computational
speed; a diverse group of methods was desired to assess the
data set dependence broadly. Eight publicly available, widely
used predictors were used in this study: FoldX,”” I-Mutant
3.0,/ PoPMuSiC 2.1,* Maestro,”” mCSM,'® SDM,"*
CUPSAT,”" and Automute 2.0.”

To briefly highlight some of the main differences between
these methods, FoldX uses an empirical force field to calculate
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Figure 1. Distribution of (a) AAG values, (b) RSA, and (c) mutation types for the 02567 data set.

the free energy of folding for the wild-type and mutant
structures. As the force field is rather sensitive to the
structure,”® a minimization of the wild-type structure was
performed before prediction using the FoldX command
RepairPDB. CUPSAT uses atomic potentials from chemical
properties and empirically derived torsion potentials. I-Mutant
3.0 uses support-vector machines that account for amino acid
substitution and structural environments. Similarly, Maestro
combines support vector machines with a random-forest
approach to obtain a consensus free energy. mCSM uses
graph-based signatures that encode distance patterns between
atoms. Automute 2.0 uses a four-body statistical potential
derived through Delaunay tessellation of the whole protein.
SDM uses a statistical potential obtained from an environ-
mental-specific substitution table. PoPMuSiC also uses a
statistical potential calculated from contact probabilities of
amino acids close to the mutated residue.

Unless specified otherwise, all prediction programs were run
with default parameters.

Reduced Amino Acid Alphabet. For the analysis of
mutation types, we used a reduced amino acid alphabet to
minimize the number of mutation types since not all mutation
types are covered by the experimentally known data, which
produces a bias problem. This alphabet was computed from
local structure features of amino acids in approximately 1400
structures in the PDB.”’ While multiple groupings were
proposed by the authors, we use here the alphabet consisting
of eight groups, with a letter denoting each group in
parentheses: hydrophobic—A, L, M (A); aliphatic—I, V (I);
aromatic—F, Y, W (F); long polar amino acids—E, Q, K, R
(X); short charged/polar amino acids—D, N (N); short polar
amino acids—H, S, T, C (S), and two groups consisting of one
structure-breaking amino acid each, (G) and (P). We refer to
this reduced alphabet as the Etchebest alphabet throughout the
paper.

Calculating Global and Local Variables of a Mutated
Amino Acid. Relative solvent accessibility was calculated with
Naccess,”#** using as the default the van der Waals atomic
radii. The length of the proteins was computed as the number
of amino acids in each PDB file. The secondary structure
composition of the proteins was taken from the CATH
structural database.’® A mutation was considered to be volume
changing if it changed the volume of the residue by more than
30 A’ (approximately the volume of a water molecule).

Statistical Measures. The predictors’ performance was
evaluated based on three metrics. The Pearson correlation
coefficient (R) describes the ability of a method to provide the
correct trend in a data set. The mean absolute error (MAE)
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describes the overall numerical accuracy of a method
compared to the experimental data. The mean signed error
(MSE) shows the systematic error of a method toward
stabilization or destabilization.

Overlap between various data sets used in this work is
measured as the number of data points in common. A data
point was considered to be the same in multiple data sets if it
represented the same wild-type residue and the same mutated
residue at the same position in the same protein. However, the
PDB code and the AAG value can differ.

B RESULTS AND DISCUSSION

Biases in the Total Data Set. The distribution of AAG
values in the total data set 02567 is shown in Figure la. As
expected, there are more destabilizing mutations than
stabilizing ones, a trait shared with the full ProTherm
database™ and most other data sets used previously for
training prediction programs.’’ AAG values have a median of
—0.7 kcal/mol, which is typical for experimental and
theoretical data.

The distribution of relative solvent accessibility (RSA) of the
mutated residues in the wild-type structures is shown in Figure
1b. The larger percentage of residues with RSA of 0%—10%
could indicate a bias in the data set toward more buried
residues. However, this obviously depends on the threshold
that reasonably defines a “buried” residue. If we consider
buried residues only those with RSA of 0%—30% and exposed
residues being all residues with greater than 30%, the data set is
balanced, with 55% of data points being buried and 45% being
exposed. We consider the latter reasonable, as only a few
outlying mutations are strongly stabilizing or destabilizing with
RSA > 30%, as shown in the Supporting Information, Figure
S1.

Next, we investigated the bias of the 02567 data set toward
mutation type. The bias in experimental mutation types may
have a large impact on the application of the methods to
mutation types not covered by the training set. Many
experimental studies are alanine scans, wherein residues in a
protein are mutated to alanine in order to determine the
contribution of each residue to the overall stability of a protein.
In contrast, residues such as tryptophan, proline, or cysteine
are often not mutated due to the disruptions this might cause
in the wild-type protein.

We concluded that evaluating this bias accurately requires a
data set with a balanced amount of data points for each type of
the 380 possible mutations. The number of mutations of each
type in the 02567 data set is shown as a heat map in Figure lc.
There is a strong overrepresentation of certain mutation types,
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particularly any wild-type residue to alanine. Conversely, many
mutation types are poorly represented: 79 out of 380 mutation
types are not present at all; 35 of these involve proline or
cysteine. We expect this under-representation to be suffered by
all data sets used for training methods so far in the literature.
An additional 155 mutation types are represented by less than
five data points, making their type-specific impact on stability
poorly defined.

Comparison of 02567 with Other Data Sets. To be
able to rigorously evaluate prediction performance, we
investigated more closely how the AAG distribution differs
in the 02567 data set compared to other specific data sets used
for training and testing prediction programs. The maximum,
minimum, mean, median, and standard deviation of AAG
values in the training and test data sets of various programs are
given in Table 1. The means and medians of all data sets are

Table 1. Properties of Distribution of AAG Values in
02567 Data Set Compared to Training and Test Data Sets
of Prediction Methods Studied”

Maximum  Minimum Mean Median  Standard

Data set AAG AAG AAG AAG deviation
02567 13.7 —-12.2 -1.0 -0.7 2.0
FoldX training 3.4 -5.4 -14 -1.2 1.3
FoldX test 3.0 =7.5 -1.4 -1.1 1.4
I-Mutant training 6.8 —-12.0 -1.0 -0.7 1.8
I-Mutant test 12.7 —8.4 -0.8 —0.6 1.8
PoPMusSiC training/ 6.8 -5.0 —-1.0 —0.8 1.5

mCSM training/
Maestro training
PoPMuSiC test/SDM 3.8 —-4.9 -0.8 —0.6 1.6
test/mCSM test/
Maestro test

SDM training 6.8 -9.3 -1.1 -0.8 1.7
Automute training 13.7 —-12.2 -1.3 -1.1 1.9
Automute test 6.8 -12.0 -1.0 -0.7 1.8

“Several programs have used the same data sets for training or testing.
All values are in kcal/mol.

very similar, whereas the magnitude varies, with 02567 and
Automute trainings having the most extreme minimum and
maximum AAG values. We expect that this would affect the
performance of the prediction methods on the mutations with
extreme AAG values.

Since 02567 is partly a subset of the ProTherm database, it
is expected that it will have some overlap with the training sets
of the studied prediction methods. Figure 2a shows the
number of mutations in common between 02567 and the
training and test sets of each predictor. Data for CUPSAT were
not available to us and were thus excluded from the analysis.
The overlap is less than 50% with all training sets except that of
Automute 2. Accordingly, 02567 is a distinct data set with a
good balance between similarities and differences relative to
other data sets, in particular, considering the data-quality-based
selection criteria that we applied. When applying the different
methods to the 02567 data set, the trend accuracy, as
estimated from the correlation coefficient, correlates fairly
linearly with the overlap of 02567 with the method’s training
set (R = 0.77, Figure 2b). This suggests that the data used in
the training of the methods largely control the performance of
a given method, as shown before,”” and raises a concern about
overfitting and transferability of these methods in general.

Method Performance for the Full 02567 Data Set. As
a first blind test of the eight methods, we studied in detail how
they perform for all the mutations of the 02567 data set. We
note that among them Maestro could not be applied to
structures that contained missing residues, resulting in only
two-thirds of the mutations being calculated. This can cause a
slight inflation in all the performance metrics of Maestro
reported herein.

The performance of the prediction methods on the full data
set, evaluated by three different metrics (R, MAE, and MSE), is
shown in Figure 3. These three metrics measure the trend
accuracy, the overall numerical accuracy, and the systematic
over- or under-stabilization tendency. We stress that this
benchmark does not probe the quality of the methods at all,
since as we show below that performance is extremely data set
dependent and only performance on balanced test sets are
relevant probes of performance. When tested on the full
02567 data set, Maestro showed the highest trend accuracy as
measured by R, followed by Automute, PoPMuSiC, mCSM,
and I-Mutant 3.0, all with values ranging from 0.43 to 0.53
(Figure 3a). SDM, CUPSAT, and FoldX correlated less well,
with R < 0.4. The prediction methods are quite robust in terms
of these correlations, as seen when applying artificial data sets
constructed by randomly shuffling the experimental AAG
values of the 02567 data set (Table S2). However, the
correlation was substantially impaired when removing data
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Figure 2. (a) Overlap (number of mutations in common) between the 02567 data set and training and test data sets of methods studied here.
Several methods have used the same data sets for training or testing. A, FoldX-training; B, FoldX-test; C, I-Mutant 3.0 training; D, I-Mutant 3.0
test; E, PoPMuSiC training/mCSM training/Maestro training; F, PoPMuSiC test/SDM test/mCSM test/Maestro test; G, SDM training; H,
Automute training; I, Automute test. (b) Pearson correlation coefficient for each method tested on the 02567 data set vs training set overlap.
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against the balanced data set with a maximum of five mutations of each type.

points included in any training set (Table S3), with the highest
trend accuracy (Maestro) being only 0.3. The differences in
performance were also reduced correspondingly. This behavior
is not surprising and reflects the circularity issue that has been
observed when testing other types of machine-learning
prediction methods, which results in inflated performance
metrics for methods that have the same data points in the
training and test data sets.”” Our analysis allows us to address
this important issue by quantifying the training set bias and
producing subdata sets that are more representative and
relevant, qualities necessary for proper analysis.*®

The MAE values (Figure 3b) indicate a similar tendency,
with Maestro, PoPMuSiC, Automute, mCSM, and I-Mutant
3.0 performing better for this data set than SDM, FoldX, and
CUPSAT. This tendency was maintained when data points
were removed from any training set (Table S3), although the
MAE increased by approximately 0.2 kcal/mol for all methods.
The errors of the better performing methods were ~1.0 kcal/
mol, similar to what has been reported previously in
independent benchmarks.'>*>*

From Figure 3¢, PoPMuSiC and mCSM displayed MSE
values close to 0 kcal/mol, indicating a balanced description of
stabilization effects (no systematic stabilization error). On the
other hand, FoldX predicted too many destabilizing mutations
(MSE = —0.41 kcal/mol), whereas SDM displayed too much
stabilization for the total data set (MSE = 0.63 kcal/mol).
However, as seen already from Figure 2b, such performance is
largely a matter of overlap with the data points of the test and
training sets; i.e, predictive capacity is much smaller for all
methods outside their parametrization range, a typical
shortcoming of empirical methods. To handle this issue, one
needs to either use more sophisticated methods or to train the
methods on balanced data sets that are more universal, as
discussed below.

Using a Reduced Amino Acid Alphabet to Model
Mutations. As already indicated, all data sets used for training
and testing methods carry biases toward certain features of

their mutations. There are many types of biases, as discussed
below, but to obtain a first impression of the biases, we used
two approaches. First, we created a balanced data set in which
no mutation type (defined as any change from one of the 20
residues to another) was represented by more than five data
points; we randomly removed data points from the common
mutation types. Due to the random nature of this approach, we
created six different balanced data sets. However, the analysis
of these data had similar AAG and RSA distributions, with all
six data sets exhibiting a mean from —0.94 to —0.83 kcal/mol
and $1%—53% buried mutations (Supporting Information,
Table S4); we thus report here results for only one of them.
Second, in order to account for the many holes in the mutation
matrix in Figure lc (many mutation types are not covered
experimentally), we reduced the number of mutation types
with a reduced amino acid alphabet, as proposed by Etchebest
et al,> discussed in the Methods section.

To understand how mutation bias affects the performance of
the methods, we again benchmarked the eight methods on the
more balanced subdata set with only five mutations of each
type. This benchmark is a more adequate test of the
universality (transferability) of the methods. As shown in
Figure 3 (bottom panels), all methods show similar metrics as
the full data set, with slightly higher correlations (Figure 3a)
and slightly lower MAE in general (Figure 3b). Automute and
FoldX perform worse in terms of MAE for the balanced data
set, whereas the other methods are not much affected. This
indicates that Automute and FoldX perform better on more
data-wise common mutation types, such as mutations to
alanine. This is problematic because these mutations that are
common to the data sets are not necessarily common also to
nature or protein engineering more broadly. The large bias
toward destabilization seen for FoldX (Figure 3c, top) is also
substantially aggravated for a more balanced data set (Figure
3¢, bottom).

In order for a reduced alphabet to correctly model
mutations, all residues within one group should display
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reasonably similar AAG values relative to the remaining
mutation types. This is hard to achieve since AAG values
depend substantially on the local context of the mutated site.
For a good decomposition, mutations within the same reduced
group, e.g., AA or XX, are expected to yield mostly neutral
effects on protein stability, with AAG closer to 0 kcal/mol.
Figure 4a shows the number of destabilizing, stabilizing, and
neutral mutations for each intragroup mutation type. We
considered destabilizing mutations as mutations with AAG <
—1 kcal/mol, stabilizing mutations with AAG > 1 kcal/mol,
and neutral mutations with —1 kcal/mol < AAG < 1 kcal/mol.
All intragroup mutations have more neutral mutations, except
the AA mutation type, for which most mutations are
destabilizing. Furthermore, all intragroup mutations except
AA displayed a higher percentage of neutral mutations than the
full set of mutations from 02567. Consequently, we separated
the AA mutations into AL, LA, AM, LM, MA, and ML
mutations to check where the destabilization arises. Here, 71 of
73 destabilizing mutations belonged to the LA or MA mutation
types, whereas LM and ML show mostly neutral changes.
Thus, we decided to separate the A group into two groups: A
(A) and L, M (L).

Our resulting customized reduced alphabet thus consists of
nine groups of amino acids and, accordingly, 78 possible
mutation types (9 X 9 — 3 for AA, PP, and GG). This reduces
the number of mutation types by a factor of ~5 and increases
the number of data points for each mutation type (Figure 4b),
making statistical analysis possible. Two mutation types (PX
and PN) have no representation in the data set, and six
mutation types possess fewer than five data points. All these
seven mutation types involve proline, and we thus note that we
cannot draw any significant conclusions regarding mutations
involving proline; due to the strong structure-disturbing
character, such mutations are typically highly destabilizing
and potentially denaturing, which is probably why they are so
under-represented in the first place.

To properly quantify how each prediction method performs
based on mutation type, we computed predictions for all
mutation types in the reduced alphabet (Figure 4b). The
correlation of all methods per mutation type is shown in Figure
Sa. Mutations to glycine displayed good correlation for all
prediction methods. Similarly, most intragroup mutations
(except LL), which are mostly neutral, showed good
correlation for all predictors. Maestro and Automute displayed
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the best correlation for 19 mutation types each, and
PoPMuSiC had the best correlation for 15 mutation types.
Although CUPSAT and FoldX showed poorer correlation for
the full data set, they have the best correlation for eight and six
mutation types, respectively. In particular, FoldX performed
well for mutations involving large, charged residues. mCSM
exhibited the best correlation for only two mutation types,
despite performing well on the full data set. This indicates that
mCSM is more transferable across mutation types, which is
also confirmed by its box plot (Figure 6). All methods
produced negative correlation for certain mutation types. Very
interestingly, the trend for the FS mutation type is negative for
all methods apart from Automute. I-Mutant 3.0 is the method
that displays most negative correlation for mutation types,
whereas mCSM has the fewest.

Substantial variations in MAE due to mutation type is
apparent from Figure Sb. Mutations involving large aromatic
residues or tiny glycine residues show large errors for most
prediction methods, especially for FoldX, which has a MAE > 5
kcal/mol for mutations from glycine to other residues. Other
mutation types, such as AN or IL, are much less problematic
and exhibit errors of less than 1.0 kcal/mol for all prediction
methods. Automute showed the smallest absolute errors for 18
mutation types, followed by Maestro for 16 mutation types,
and PoPMusSiC for 14. CUPSAT and FoldX show a poorer
performance, only displaying lowest MAEs for three and four
mutation types, respectively.

The MSE for each prediction method per mutation type
(Figure Sc) generally follows the observations from the full
data set. FoldX has very few mutation types for which it shows
a positive (stabilizing) MSE. All the FoldX outliers in MSE are
strongly destabilizing. Similarly, but not to the same extent,
CUPSAT and Automute exhibit a systematic destabilization
bias. Conversely, SDM shows only positive MSE outliers,
although unlike FoldX it also has mutation types for which it
has a systematic negative MSE.

Figure 6 summarizes the performance of the eight methods
for the mutation-balanced data sets. SDM and CUPSAT show
the fewest outliers in correlation per mutation type but a quite
low average R. Automute and Maestro display the highest
average R of ~0.5, whereas mCSM and PoPMusSiC are the
most transferrable, with the lowest standard deviation in R
when excluding outliers. (Figure 6a). The box plots in Figure
6b suggest that Maestro has the fewest outliers per mutation
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Figure 5. (a) Pearson correlation coefficient, R, (b) MAE (in kcal/mol), and (c) MSE (in kcal/mol) of the prediction methods against subdata sets
containing only one mutation type from the modified Etchebest reduced alphabet. Mutation types with fewer than five data points have been
excluded.
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Figure 6. Box plots of (a) Pearson correlation coefficients, (b) mean absolute errors (kcal/mol), and (c) mean signed errors (kcal/mol) for the
eight studied methods on mutation-type-balanced subdata sets containing only one mutation type from the modified Etchebest reduced alphabet.

type, based on MAE. PoPMuSiC and mCSM display the (LF). It is apparent from Figure 6¢ that PoOPMuSiC, mCSM, I-

lowest standard deviation in MAE when excluding outliers, Mutant 3.0, and Maestro all show good MSE for all mutation
with PoPMuSiC only having two mutation types with MAE > types, with low variances and an average centered around 0
2.0 kcal/mol. Automute exhibits good MAE values, in general, kcal/mol. Automute also has a low standard deviation among
but displays almost 5.0 kcal/mol error for one mutation type mutation types when excluding outliers. On the other hand,
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Figure 7. Performance of methods based on mutation properties. (a) Pearson correlation coefficient, R, (b) mean absolute error (MAE, in kcal/
mol), and (c) mean signed error (MSE, in kcal/mol) for the eight prediction methods against the subdata sets containing only buried (RSA < 30%)
or only exposed (RSA > 30%) mutations. (d) R, (e) MAE (kcal/mol), and (f) MSE (kcal/mol) for the eight prediction methods against the data
sets containing mutations only in a proteins, only in /# proteins, or only in a+f proteins, according to CATH classification. (g) R, (h) MAE (kcal/
mol), and (i) MSE (kcal/mol) for the eight prediction methods against data sets containing mutations with a certain experimental AAG: strongly
destabilizing (AAG < —4.0 kcal/mol), destabilizing (—4.0 < AAG < —1.0 kcal/mol), neutral (—1.0 < AAG < 1.0 kcal/mol), stabilizing (1.0 <
AAG < 4.0 kcal/mol), and strongly stabilizing (AAG > 4.0 kcal/mol).

FoldX has the most outliers, with MSE for some mutation
types up to —9 kcal/mol, almost three times as large as any
other method.

These results indicate large variations in the behavior of each
prediction method depending on the mutation type, of direct
relevance to the transferability of the methods.

Performance of Methods vs Properties of Mutations.
Above, we have emphasized the mutation type based on a
reduced alphabet, which is the logical way to classify amino
acid mutations into groups in order to obtain a type-balanced
data set. However, other variables apart from mutation type
can be of interest. To understand these other properties, we
split the original 02567 data set into several subdata sets that
share specific properties, such as the length, secondary
structure, solvent exposure, or amino acid volume change
upon mutation.

The subdata sets considered were (1) buried mutations with
RSA < 30%, (2) exposed mutations with RSA > 30%, (3) all
mutations with a a-helix structure, according to CATH
classification, (4) all mutations with a fS-sheet structure, (5)
all mutations with an a + f3 structure, (6) all mutations without
a fold class, (7) long mutations in proteins with greater than
150 residues, (8) short mutations in proteins with less than
150 residues, (9) large-to-small (L2S) mutations where the
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wild-type residue has a larger volume than the mutated residue,
(10) same-to-same (S2S) mutations where the wild-type
residue has approximately the same volume as the mutated
residue, (11) small-to-large (S2L) mutations where the wild-
type residue has a smaller volume than the mutated residue,
(12) monomeric mutations in monomeric structures according
to the PDB structure used for protein stability prediction, (13)
oligomeric mutations in oligomeric structures according to the
PDB structure used for protein stability prediction, (14)
mutations in structures without ligands (apo), and (15)
mutations in structures with ligands (holo).

Furthermore, we split the data set depending on the
magnitude of AAG into strongly destabilizing (AAG < —4.0
keal/mol), destabilizing (—4.0 < AAG < —1.0 kcal/mol),
neutral (—1.0 < AAG < 1.0 kcal/mol), stabilizing (1.0 < AAG
< 4.0 kcal/mol), and strongly stabilizing (AAG > 4.0 kcal/
mol). A full description of the subdata sets, including number
of mutations and distribution of AAG values in each subdata
set, is given in the Supporting Information (Table SS).

The performance of each prediction method on these
subdata sets is given in Figure 7 and Table S6. Buried
mutations showed a correlation comparable to the full data set,
R = 0.32—0.55, whereas exposed mutations displayed weaker
correlations, R = 0.20—0.43 (Figure 7a), in accordance to a
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Figure 8. Performance of methods based on mutation properties: (a) Pearson correlation coefficient, R, (b) mean absolute error (MAE, in kcal/
mol), and (c) mean signed error (MSE, in kcal/mol) for the eight prediction methods against subdata sets containing only mutations from a large
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containing mutations only in proteins without ligands (apo) or with ligands (holo), according to their PDB structures.

previous study.”” Conversely, the MAE of exposed mutations
(MAE = 0.81—1.17 kcal/mol) was lower compared to the
buried mutations (MAE 1.19—1.79 kcal/mol), most
probably due to the smaller magnitude of exposed mutations,
which have a lower effect on the overall stability of the protein.
No prediction method stood out as performing better on
buried or exposed mutations than on the full data set. The long
and short subdata sets gave similar trends as the buried and
exposed subdata sets, probably because the long proteins tend
to have a larger percentage of buried residues (Table S7).

A notable variation in predictor performance was observed
among the structure-based subdata sets (Figure 6b); FoldX
and Automute showed better correlation, 0.51 and 0.65, for a
proteins compared to the full 02567 data set, 0.33 and 0.51,
respectively. mCSM performed less well on @ proteins than on
the full data set in terms of correlation, R = 0.42, whereas SDM
performed better, with R = 0.44. Maestro and PoPMuSiC
show both good correlation, 0.66 and 0.6, and a good MAE,
1.12 and 1.14 kcal/mol, for f-proteins. All methods exhibited
poorer correlation but a better MAE for the o + ff subdata set.
This apparently derives from the fact that the @ + f proteins in
this data set are shorter than the a or § ones, leading to more
exposed mutations. Moreover, the different behavior of the
methods on the structure-balanced subdata sets also stems
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from each training data set composition. For example, the
training set of Maestro and PoPMuSiC contains many f
structures (Table S7), which is also reflected in their
performance. The subdata set without a secondary structure
is statistically inconclusive as it only contains 17 data points.

The subdata sets split according to the AAG values of
mutations show the most striking differences in the prediction
power of all methods (Figure 7c). As the magnitude of AAG
values is naturally lower in each of these subdata sets, the
correlation of all methods is also lower than for the full data
set. All prediction methods except FoldX and CUPSAT show
MAE < 1.0 kcal/mol for neutral mutations. Furthermore,
similar MAE can be observed for the destabilizing subdata set
as for the full data set. Interestingly, the MSE is always positive
for the destabilizing subdata set (except for FoldX) and always
negative for the neutral subdata set. This suggests that all
methods are built with a predictive bias toward mutations with
AAG ~ -1 kcal/mol. Studying the stabilizing, strongly
stabilizing, and strongly destabilizing subdata sets reveals that
all the methods completely fail for unusual mutations. For
example, SDM, which displayed a MSE of 0.63 kcal/mol for
the full data set, has a MSE of —1.65 kcal/mol for the
stabilizing subdata set.
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Figure 9. (a) Pearson correlation coefficient, R, (b) mean absolute error (MAE, in kcal/mol), and (c) mean signed error (MSE, in kcal/mol) for
the eight prediction methods with predictions started from the ProTherm PDB structure (old) or from an updated PDB structure, (d) R, (e) MAE
(kcal/mol), and (f) MSE (kcal/mol) for the eight prediction methods against the data sets containing mutations only in high-resolution crystal
structures (<2.0 A) or only in low-resolution crystal structures (>2.0 A).

Method performance also strongly depended on the relative
volume of residues involved in the mutation (Figure 8a). In
general, the correlation was lower for all methods predicting
the same-to-same mutations, R = 0.27—0.44, but displayed
lower MAE, 0.93—1.41 kcal/mol. This can again be explained
by the small effect of same-to-same mutations on the overall
stability of the proteins. Interestingly, not all mutations
performed worse on predicting small-to-large mutations than
on predicting large-to-small mutations. This behavior would be
expected as small-to-large mutations should change more
drastically the structure of the protein due to clashes with other
residues, which prediction algorithms cannot generally model.
In particular, CUPSAT displayed a higher correlation (R =
0.38) and a lower MAE (1.4S kcal/mol) for small-to-large
mutations than for large-to-small mutations (R = 0.25, MAE =
1.75 kcal/mol). Conversely, I-Mutant 3.0 behaved as expected,
with a much lower ability to predict the trend of small-to-large
mutations, with R = 0.16 and MAE = 1.27 kcal/mol. The
performance of the methods on these subdata sets is not driven
by the composition of the training data sets, as all training data
sets have the same composition of large-to-small, same-to-
same, and small-to-large mutations as the 02567 data set, with
only around 15% small-to-large mutations (Table S7).

It is well known that oligomerization and ligand-binding
contribute to the overall stability of a protein; yet ideally, the
sample used to determine the mutant stability should reflect
the crystal structure composition. Oligomer states in real cells
and even in experimental samples can be very heterogeneous
and complex, and thus, we define here oligomer state as that
extracted from the PDB. Of the studied methods, only
PoPMuSiC and Maestro take oligomerization into account;
mCSM has a version specific for this purpose, which was not
tested (mCSMppi).”" Predictors that calculate interactions
through an empirical or statistical potential add the
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contribution of the ligand but probably feature worse
parametrization for ligands.

Our results show that all prediction methods perform much
better on monomeric structures, both in terms of correlation,
with R = 0.39—0.61 for the monomeric subdata set and only
0.07—0.26 for the oligomeric subdata set, and in terms of
absolute error, with MAE of 0.98—1.42 kcal/mol for the
monomeric subdata set and 1.19—1.73 kcal/mol for the
oligomeric subdata set (Figure 8b). This indicates that
oligomerization plays a very important role in protein stability,
and this should be taken into account. Similarly, all prediction
methods show a higher correlation and a lower MAE for the
apo proteins (R = 0.34—0.56 and MAE = 1.00—1.41 kcal/mol)
than for the holo proteins (R = 0.23—0.35 and MAE = 1.36—
1.99 kcal/mol), as shown in Figure 8c. The differences in
performance are not as major as for the oligomerization
subdata sets, although ligands do affect protein stability and
therefore prediction.

Interestingly, the conclusions drawn here also hold when
using subdata sets that contain no data points used in any
training set (Table S3). The only property of the mutation
which was affected was the structure of the protein (i.e., , f or
a + f), with the bias in the methods clearly originating from
the training set composition. For other properties, however,
the differences in performance stem also from the prediction
model used.

Structure Sensitivity. Finally, the question of protein
structure input is often overlooked, and since there are several
structures available for many of the proteins, it is a matter of
interest whether methods display sensitivity and possibly
overfitting to choice of structure used for the calculation. In
order to test this sensitivity, we calculated the stability effects
on two different sets of structures. The first set of crystal
structures represents the PDB codes annotated by the
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ProTherm database, whereas the second set uses updated PDB
codes as described in the Methods section.

Figure 9a shows the side-by-side performance of the eight
prediction methods using the updated crystal structures and
original PDB codes. Proteins that did not have their PDB code
updated were not included in this calculation. Perhaps
surprisingly, all methods exhibited a better performance
when the original PDB codes from ProTherm were used in
terms of correlation, with R = 0.30—0.62 compared to the
updated PDB codes (R = 0.22—0.57). MAE was similar for
both calculations starting from the updated PDB codes (1.01—
1.64 kcal/mol) and from the original PDB codes (1.07—1.53
kcal/mol). In many cases, the differences are rather small, with
CUPSAT being the most structure-sensitive method, as also
shown before."* The fact that the updated structures impair
prediction can again be attributed to data selection bias, this
time in structure use, as the methods were mostly trained using
the original structures from ProTherm.

Moreover, we investigated how each method performs on
high- and low-quality structures. To this end, we split the
02567 data set into mutations in high-resolution structures
(<2.0 A) and low-resolution structures (>2.0 A). It would be
expected that methods that take into account local interactions,
such as SDM or FoldX, will perform better on high-resolution
structures, whereas methods that use a simple description of
the protein, e.g, mCSM or Automute, would not exhibit a
difference in performance depending on the quality of the
structure. Figure 9b also shows the performance of the eight
prediction methods on these two subdata sets. Interestingly,
only three prediction methods, FoldX, I-Mutant 3.0, and
Automute, showed better correlation for mutations in the high-
resolution data set, with Automute having the biggest
difference, R = 0.63 for the high-resolution subdata set and
R = 0.25 for the low-resolution subdata set. Furthermore, only
Automute had a lower MAE for the high-resolution data set,
1.04 kcal/mol, compared to 1.15 kcal/mol for the low-
resolution subdata set.

These unexpected results confirmed the finding from the use
of old and updated structures that most methods carry a bias
toward older, less accurate crystal structures used for training.
However, excluding any structures that were also used in the
training sets of any method heightened the difference in
performance on high- and low-resolution structures, with
methods showing very low correlations of R = —0.01—0.35 and
MAE > 1.5 kcal/mol for the high-resolution data (Table S3).
Thus, this bias does not derive from the training data sets of
experimental AAG, but it could arise from the way that the
energy functions were constructed, taking into account
structural information from the entire PDB, which consists
of >60% structures with >2.0. On the positive side, one could
argue that most current prediction methods do not need a
high-quality structure, making it possible to use homology
models for prediction when the structure is not known.

B CONCLUSIONS

In this study, we studied how the performance of common
protein stability predictors depends on biases in data sets used
for training the methods and, as a consequence, the
transferability of the methods. All methods displayed a correct
trend in their predictions of our full data set, with correlations
ranging between 0.3 and 0.5 and errors of the order of 1.0
kcal/mol, similar to what has been previously reported in other
independent studies but generally worse than in the original
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papers. The performance of the methods was correlated to
how similar our benchmark data set was to data sets used for
training the methods, clearly highlighting data set bias for most
methods.

To move forward on the transferability problem of protein
stability prediction, we then systematically investigated how
the performance of each predictor varies with mutation type.
For this purpose, we created a mutation-type-balanced subdata
set, with a maximum of five data points for each mutation type.
All predictors exhibited a similar accuracy for this data set as
for the full data set, with FoldX and Automute performing
worse. However, many mutation types are not covered in such
a data set, making this benchmark of transferability very mild.
Instead, we grouped mutation types using a reduced alphabet
that presumably captures most of the chemical properties and
stability tendencies of the mutations and evaluated the
performance of all predictors on each mutation type. From
this stricter test, we identified major bias, with predictions
exhibiting excellent correlation for certain mutation types and
negative correlation for others. In general, mutations involving
glycine or aromatic residues were more problematic than, for
example, mutations involving small hydrophobic amino acids,
again due to overrepresented data points (data set bias).
Importantly, we show that this bias could be quantified by
using a mutation-type-balanced subdata set, which we expect
can help efforts toward training transferable prediction
methods.

We also studied other characteristics of mutations by
splitting the full data sets into several subdata sets, unbiased
by solvent exposure, stabilization extent, and volume of the
involved residues or global aspects of the protein structure. All
methods performed well on neutral and destabilizing mutation
but were unable to predict strongly stabilizing or destabilizing
mutations and mildly stabilizing mutations. This is quite
disappointing, especially for protein engineering, where we
often want to design mutant proteins which are more stable
than the wild type. We also observe a difference in predictor
performance depending on the solvent exposure of the
mutated residue, with solvent exposed mutations exhibiting a
poorer correlation than more buried residues. As prediction
methods do not explicitly take solvent into account, this is not
unexpected, and solvent contribution to protein stability
should be studied more closely to remedy this situation.

Interestingly, the protein structure also affects the perform-
ance of the prediction methods. All predictors give poorer
results if the protein is in an oligomeric state or has a ligand
bound, which is not surprising. Thus, care should be taken to
have a starting structure that is in a monomeric, apo state.
More concerning, the use of newer and better-quality
structures than annotated by ProTherm and typically used
for training tends to impair performance in many cases.
Strikingly, all predictors except Automute perform better on
lower resolution structures (>2.0 A) than on higher resolution
structures (<2.0 A).

Our analysis of these biases has outlined the capabilities of
each method when applied to specific types of mutations,
which should be of value when judging the significance of
applied predictions. We also expect that our study and the
proposed data sets will enable the improvement of prediction
methods which are currently strongly biased toward over-
represented mutation types in their training sets, both by
constructing a training data set as free of bias as possible and
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by modifying the energy function in order to improve the
prediction for the most biased mutation types.
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