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Feed-Forward Neural Networks

• Review FFNN:

• A powerful method used in various applications (regression, 

classification).

• Slow training speed (gradient-descent/iterative based 

approaches)

• Overfitting

• Local minima

• Some parameters need to be tuned manually.

• (In theory) single hidden layer can express arbitrary boundary
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Feed-Forward Neural Networks

• In many application fields: single hidden layer neural network is 

enough to have a good classification boundary.

• Given any bounded nonconstant piecewise continuous activation 

function g, for any target function f and any randomly generated 

parameter sequence {aL, bL} and Ñ is the number of hidden nodes.

• Huang et al. proposed extreme learning machine (ELM)

• ELM is a single-hidden-layer feed-forward neural network
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Extreme Learning Machine (ELM)

• ELM approach is based on finding the estimation for 

the linear system forming the hidden-to-output part of 

the system.

• ELM is a batch learning method
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Extreme Learning Machine (ELM)

• ELM algorithm:

• Assign input weights wij and hidden nodes bias with random 

values.

• Assume N > Ñ:

• Find output weight:
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Online Sequential Extreme Learning Machine (OS-ELM)

• ELM is a batch learning in nature.

• Obstacle in real world application:

• When data set is large (computational cost with hidden-to-

output matrix)

• When the data is costly/hard to collect

• OS-ELM propose the solution for these difficulties

• Learn one-by-one

• Learn chunk-by-chunk (same or different chunk sizes)
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Online Sequential Extreme Learning Machine (OS-ELM)

• OS-ELM algorithm:
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Online Sequential Extreme Learning Machine (OS-ELM)
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Online Sequential Extreme Learning Machine (OS-ELM)

• Weak-points of OS-ELM:

• In real applications: HTH tends to be either singular or ill-

conditioned matrix.

• Adjust parameter manually:

• Satellite image + California housing: bias in the range [0.2, 4.2]

• Image segment: bias in the range [3, 11]

• DNA: bias in the range [20, 60]
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Robust Online Sequential Extreme Learning Machine (ROS-
ELM)

• Find the condition to guarantee HTH is full rank

• If H is full rank, then HTH is full rank

• If HTH is full rank, then HTH is invertible.

• Input weight selection

Chapter

ROS-ELM

3



Chonnam National University - KOREA
Dept. of Computer Engineering

IC@Network Lab

Robust Online Sequential Extreme Learning Machine (ROS-
ELM)

• Input bias:
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Datasets

• Dataset for benchmarks

• Regression

• Classification Chapter

Experiments
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Experiment process

• All features of regression application: normalized into 

the range [0, 1]

• Input attributes of classification applications: 

normalized into the range [-1, 1].

• Number of hidden nodes in each test cases: manually 

select the best ones

• Fifty trials for each test and we compute the average 

result
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Regression results
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0.0900050.082900OS-ELM
20-by-30

0.0768140.075547ROS-ELM

0.0775490.075245OS-ELM
20-by-30

0.0759770.075817ROS-ELM

0.0773000.075317OS-ELM
20-by-20

0.0761020.075619ROS-ELM

0.0768200.075512OS-ELM
1-by-1

Abalone

0.0837440.083442ROS-ELM

0.0894980.083818OS-ELM
20-by-20

0.0903210.082419ROS-ELM

0.0916890.082955OS-ELM
1-by-1

Auto-MPG

TestingTraining

0.089840ROS-ELM

Algorithms
Learning 

mode

0.082050

RMSE
Datasets

Table 2. Performance comparison on Regression Applications
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• Result from Liang et al.
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Classification results
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94.251996.7440OS-ELM
20-by-30

89.655092.6011ROS-ELM

88.786091.9729OS-ELM
20-by-30

89.769092.7251ROS-ELM

88.904091.9436OS-ELM
20-by-20

89.852092.7806ROS-ELM

88.917091.9324OS-ELM
1-by-1

Satellite 
Image

94.985297.3067ROS-ELM

94.219896.8147OS-ELM
20-by-20

94.851997.2320ROS-ELM

94.385296.8160OS-ELM
1-by-1

Image 
Segment

TestingTraining

94.9111ROS-ELM

Algorithms
Learning 

mode

96.9613

Accuracy
Datasets

Table 3. Performance comparison on Classification Applications
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• Result from Liang et al. 
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Conclusion

• ROS-ELM proves it generalization and higher 

performance compared to OS-ELM.

• ROS-ELM is a little slower than OS-ELM due to the 

matrix multiplication in the initialization phase, but the 

overall difference is subtle.

• The combination of ELM and ROS-ELM can be an 

effective solution in different domains.
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